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Students learning computer science frequently struggle with debugging errors in their code. These struggles
can have significant downstream effects—negatively influencing how students assess their programming
ability and contributing to their decision to drop out of CS courses. However, debugging instruction is often an
overlooked topic, and instructors report feeling unaware of effective approaches to teach debugging. Within
the literature, research on the topic is sporadic, and though there are rigorous and insightful studies to be found,
there is a need to synthesize instructional approaches for debugging. In this article, we review research from
2010 to 2022 on debugging interventions. We summarize the common pedagogical approaches for learning
and categorize how these target specific cognitive and non-cognitive debugging skills, such as self-efficacy and
emotion regulation. We also present a summary of assessment methods and their outcomes in order to discuss
intervention efficacy and directions for further research. Our sample displays a diverse variety of debugging
interventions and pedagogical approaches, ranging from games to unplugged activities. An evaluation of
article results also presents encouraging findings, revealing several interventions that improved debugging
accuracy and learning. Still, we notice gaps in interventions addressing non-cognitive debugging skills and
observe limited success in guiding students toward adopting systematic debugging strategies. The review
concludes with a discussion of future directions and implications for researchers and instructors in the field.
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1 Introduction
A major struggle for beginner programmers is wrestling with errors in their code. Although
debugging—the process of locating and fixing bugs in a program—is an essential component of
computer science (CS), it is a highly complex and difficult task. To successfully debug a program,
one must have a robust understanding of programming fundamentals [2, 53, 60], accurate mental
models of the code [78, 140, 148], fault location strategies [53, 74, 88], and experience with bugs
[40, 112]. Unfortunately, beginners have a fragile understanding of such concepts [116] and thus
persistently struggle to locate and fix errors in their code [7, 108]. The ripple effects of these
struggles are consequential—causing frustration and stress [18, 144], shaping students’ assessments
of their programming ability [57], and impacting their choice to remain in the field [76]. Notably,
students who dropped out of CS courses cited the frustrating process of resolving even minor errors
as one of their main challenges in the class [76].

Despite the importance of learning debugging skills, it is often an overlooked topic in CS education
[2, 66, 100]. In a recent survey of software developers, over half stated that they never received
formal education in debugging, and the majority of these reported self-learning through experience
[117]. Indeed, many students learn debugging through a process of trial and error while completing
their programming assignments for a course [111]. Self-learning, though, can be inefficient and
places a large burden on students to seek adequate support. Further, in their analysis of debugging,
Kessler and Anderson (1986) conclude that “debugging is a skill that does not immediately follow
from the ability to write code,” but a practice that “must be taught.” [75].

Unfortunately, teaching debugging is also a difficult and complex task. While an experienced
tutor is able to quickly locate and fix bugs for students, this does not necessarily translate to
teaching students how to debug. Experts may find it difficult to teach novices since their expertise is
rooted in tacit knowledge—i.e., knowledge that they are often unaware of using [132, 135]. Indeed,
instructors report a limited understanding of how to teach debugging [103], ranking it as one of
the most challenging concepts [83].

Taken together, debugging poses a complex pedagogical challenge, since it is both difficult to
learn and also to teach. To facilitate debugging education, an essential foundation is to explore
relevant research in computing education on debugging interventions. The goal of this literature
review is to synthesize recent research on methods to teach debugging in the hopes of supporting
instructors and researchers in the field. Through a systematic search of the literature, we identified
43 papers that conducted debugging interventions between 2010 and 2022. We first categorized
these interventions by their modality and pedagogical approach to support learning. We also labeled
which step in the debugging process these interventions support, and whether they address any of
the non-cognitive constructs accompanying debugging. Lastly, we assessed the efficacy of these
interventions and highlight opportunities for future work.

Our findings reveal a substantial diversity of intervention types, ranging from workshops to
games to augmented reality (AR). We also find that the majority of interventions concentrate on
guiding students to identify fault symptoms and diagnose the fault, with less emphasis on teaching
them to construct the problem space first and reflect on their debugging experience afterwards. Our
analysis also highlights an opportunity for more focus on supporting the non-cognitive constructs
related to debugging, including self-efficacy, mindset, affect, and persistence. Preliminary outcomes
indicate that many interventions successfully improved debugging accuracy (correctness in fixing
errors), efficiency (debugging time and steps), and self-efficacy (confidence in debugging abilities).
However, these positive results did not always transfer when the intervention scaffolds were
removed, suggesting opportunities for future research targeted toward learning. Additionally,
interventions measuring student adoption (of debugging strategies), affect, and persistence indicated
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mixed success. We contextualize these findings within the larger debugging literature and highlight
opportunities for researchers and instructors.

2 Related Work
Two prior reviews provide important foundations for our current research. The first is a review
of debugging conducted by McCauley et al. in 2008 [100]. Their review of research dating back to
the 1970s summarizes why bugs occur, types of knowledge that aid in debugging, how novices
and experts differ, and pathways forward to improve learning and teaching. In the takeaways,
the authors outline a series of implications for debugging instruction, which include combating
common misconceptions in coding, fostering program comprehension skills, and explicitly teaching
debugging skills, such as forming and testing hypotheses. Our review builds upon and extends the
work of McCauley et al. (2008), employing the PRISMA guidelines for a more systematic approach
and focusing on the period from 2010 to 2022. This allows us to identify both persistent themes
and emerging trends in debugging research. The current article additionally assesses intervention
efficacy to highlight the most successful approaches and identify gaps in the intervention landscape.
We also discuss programming tools that teach debugging, such as visualizations, games, and
intelligent tutors—a category intentionally omitted in the work by McCauley et al (2008).

The second review is a framework for teaching debugging presented by Li et al. (2019) [88].
In their paper, the authors synthesize prior work to highlight the common difficulties novices
face when debugging. These include difficulties understanding what the program is supposed
to do, conceptually chunking the code, applying debugging strategies effectively to identify the
problem, and considering alternative hypotheses of the bug location. The authors also adapt a
troubleshooting framework originally proposed by Jonassen and Hung (2006) [73] to outline a
general debugging process. We utilize this framework to categorize debugging interventions in
our review. The authors also summarize the types of knowledge needed to successfully debug.
These primary types of knowledge are: understanding the underlying programming language
(domain knowledge), understanding the program itself (systems knowledge), knowledge of how
to perform specific debugging tasks (procedural knowledge), knowledge of debugging strategies
(strategic knowledge), and prior experience with bugs (experiential knowledge). To demonstrate
the utility of this debugging knowledge framework, the authors assess several debugging tools.
Their review uncovered gaps between the knowledge required for debugging and those addressed
by the tools—such as teaching procedural knowledge and iteration. As an extension of this work,
the current article presents a systematic review of debugging interventions, which also include
non-tool formats, such as courses, unplugged activities, and learning manuals. We broaden our
analysis to address important non-cognitive constructs that students commonly struggle with,
such as self-efficacy and mindset. This expansion into non-cognitive factors is motivated by a
growing body of research in CS education that emphasizes the importance of these constructs in
learning programming [57, 77, 109]. For instance, students’ mindsets and their emotional responses
to errors are associated with learning [23, 109]. By including these non-cognitive factors, our review
aims to provide a more holistic understanding of the debugging process and the various factors
that contribute to successful debugging education. Lastly, we also evaluate intervention efficacy,
highlighting important conclusions and areas for future research.

Apart from these guiding works, other literature reviews have summarized specific tools related
to debugging, such as enhanced error messages and program visualizations (PV). For example,
Becker et al. [17] reviewed approaches to rewriting error messages to make them more helpful
and readable [17]. Sorva et al. [113] reviewed PV for introductory programming education, many
of which were designed to assist debugging [133]. While enhanced error messages and PV are
effective tools to support or simplify debugging, they are not always designed to be tools for learning.
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In the current review, we synthesize research intentionally designed to teach debugging skills—a gap
noted in the literature. In 2018, Luxton-Reilley et al. conducted a large-scale review of introductory
programming, with a section dedicated to debugging tools [96]. The authors surface a “notable
gap” in “reviews of teaching tools [in] the areas of debugging and errors”—indicating a need to
summarize research on debugging interventions.

In the current article, we present a systematic review of debugging interventions. We focus
the scope of our research on papers conducted from 2010 to 2022. To adequately summarize the
literature of debugging interventions, we first categorize the types of interventions that have been
designed, coded by their modality and pedagogical approach for learning. We also analyze which
step in the debugging process the intervention targets, by using the debugging process framework
presented by Li et al. (2019) [88]. Our review uniquely summarizes approaches to support the
non-cognitive aspects of debugging, including self-efficacy, affect, mindset, and persistence. Lastly,
we categorize the measures that have been used to assess the efficacy of debugging interventions
and their resulting outcomes. We define our core research questions as follows:

2.1 ResearchQuestions
(1) What types of interventions have been designed to teach debugging?
(2) Which step(s) in the debugging process does the intervention target?
(3) Which non-cognitive construct(s) does the intervention target?
(4) What methods are used to evaluate the intervention?
(5) What is known about the effectiveness of debugging interventions?

3 Methods
The methods of this systematic review followed the PRISMA 2020 statement, a comprehensive
guideline for documenting systematic reviews and meta-analyses. The statement details best prac-
tices for identifying, selecting, appraising, and synthesizing studies. It is widely used and focuses
primarily on evaluating interventions, including those focused on education [113]. We constructed
the research questions, keywords, inclusion and exclusion criteria, and data extraction processes ac-
cording to these guidelines to ensure a rigorous and comprehensive approach. A PRISMA flowchart
is shown in Figure 1, presenting an overview of the paper selection process.

3.1 Keywords
The scope of our literature review fell along three dimensions: debugging, education, and interven-
tion. First, we specifically target the topic of debugging. In the preliminary rounds of our search, we
experimented with different keywords to capture debugging, such as variations of “troubleshooting,”
“error,” or “bug.” However, we found that these additions generated a large number of irrelevant
results and thus chose to specifically focus on permutations of the term “debug.” Additionally,
the review is within the domain of CS education, emphasizing the aspect of learning to debug.
We settled on the key phrases educat*, learn*, and teach*. Lastly, we sought studies that involved
interventions. This proved challenging to capture directly due to the limited use of the specific term
“intervention” in studies [65]. To broaden our search in this context, we included the keywords
“experiment,” “effect*,” and “improve” to cover papers that assessed the outcomes of interventions.
Additionally, we incorporated the keyword “design” to capture studies focusing on the creation
and planning of interventions. Through iterative exploration, we refined our search terms to cover
the scope of the review. Our specific search phrases along the three dimensions are:

Debugging: debug*
Education: educat* OR learn* OR teach*
Intervention: intervention OR experiment OR effect* OR improve OR design
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Fig. 1. Adapted PRISMA flow diagram for paper selection. The figure outlines the systematic literature search
and screening process for the review. It depicts the number of records identified, screened, deemed eligible,
and included in the analysis, with the corresponding databases and criteria at each stage. Records were
identified through database screening and other sources, with duplicates removed, followed by title and
abstract screening and full-text screening based on our inclusion and exclusion criteria. Full-text papers were
then jointly assessed for eligibility based on the presence of a “learning intent” statement, resulting in the
final included studies for analysis.

3.2 Inclusion and Exclusion Criteria
To provide an up-to-date examination of debugging interventions, our review focused on papers
published between 2010 and 2022 inclusive (Table 1, Inclusion Criteria 1). Publications outside this
range are not included in the formal analysis but may be included in discussion where appropriate.
The scope of our article focused on interventions to teach debugging. Since our study centered on
reviewing interventions, papers observing how students naturally debugged without proposing a
learning support were not included in our sample. Studies were included only if they implemented
or proposed an intervention (Table 1, Inclusion Criteria 2). We focused our review on papers aiming
to teach students how to debug (Table 1, Inclusion Criteria 3). Thus, we did not include interventions
primarily designed to scaffold debugging by making it easier, without the intent for students to
learn independent debugging skills. This inclusion criteria was arguably the hardest to distinguish
and evaluate. We frequently needed to carefully review the entirety of each paper to ensure accurate
differentiation. Additionally, we excluded certain well-explored facets of the debugging literature,
such as the enhancement of error messages, as these papers appeared to prioritize the simplification
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Table 1. Inclusion and Exclusion Criteria for Screening

Inclusion Criteria Exclusion Criteria

(1) The paper was published between January
2010 and December 2022

(2) The research implemented or proposed an
intervention

(3)The research focused on teaching debugging
(4) Either the intervention outcome or inten-

tion was related to debugging

(1) The paper is not a research study or peer-
reviewed paper (e.g., extended abstracts,
posters, reviews, blogs).

(2) The paper is not written in English
(3) The paper is not accessible via university

subscriptions.
(4) The paper is under four pages (can be 4

pages).

of debugging rather than the pedagogical aspect of instructing it. More details on enacting this
inclusion criteria are provided in the database search section. Lastly, we concentrated our search
on papers related to debugging specifically (Table 1, Inclusion Criteria 4). As a result, we excluded
papers focused on improving programming writ-large, without mentioning a specific focus on
debugging. The full inclusion and exclusion criteria is shown in Table 1.

3.3 Database Search and Paper Selection
Using our keywords as search terms, we conducted a comprehensive search on the abstracts of the
ACM Full Text Collection and IEEE Explore databases, due to their coverage of computing content.
Additionally, we performed a search on the Web of Science database, which covers a broader range
of subject areas, such as paperss with a psychological focus. Since other relevant journals such as
the Journal of Computer Science Education and the Journal of Educational Computing Research are
not fully indexed in the Web of Science database, we manually searched for relevant publications
to ensure comprehensive coverage.

The selection process for eligible studies involved three phases to gradually refine the pool of
papers. During the identification phase, we applied the inclusion and exclusion criteria (Table 1) to
the sample, focusing on the titles and abstracts of the studies. After excluding irrelevant papers,
we examined the full papers and applied the inclusion and exclusion criteria. The first and second
authors divided the papers equally, with each author reviewing half. Then, the authors cross-
checked and reviewed each other’s included papers, ensuring adherence to the predefined criteria.
At this stage, we also carried out a round of snowballing for papers cited within the literature that
met the inclusion criteria, following the guidelines for snowballing in systematic literature studies
[145]. This was to ensure that influential and relevant debugging interventions were included in
our sample.

During the screening and eligibility phase, it was often difficult to evaluate whether the paper
focused on scaffolding debugging, rather than explicitly teaching debugging skills. While acknowl-
edging the importance of these approaches and the ongoing debate surrounding scaffolding in
learning, our research questions specifically focused on interventions that aimed to teach debugging.
Thus, in the last phase, the authors jointly reviewed the papers and included those that mentioned
an explicit “learning intent” statement. Through collaborative discussions, the authors identified
and included papers that specifically focused on improving and teaching students’ debugging skills.
For example, we included the paper by Luxton-Reilly et al. (2018) because it explicitly stated its
goal as “helping novice programmers improve their debugging skills” [95]. However, the article
by Lee et al. (2018) was excluded during this phase since it stated that its goal was not “to teach
debugging per se” [86]. Lastly, we encountered a few papers that described the same intervention.
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We included repeated interventions if the papers measured different debugging outcomes, or if they
focused on different aspects of the intervention. This occurred twice—[143, 144] and [34, 36]—with
two papers describing the same intervention. Figure 1 presents a summary of our database search
along with paper counts.

3.4 Paper Coding
The paper coding process involved two rounds. In the initial round, the first and second authors
divided the papers for coding and extracted key information, such as publication year, subject
demographic data, and programming language. In the second round, we developed a coding scheme
to systematically extract data that addressed our research questions. Collaboratively, the first and
second authors refined the coding scheme based on their notes from the first round of coding. They
conducted inter-rater reliability (IRR) on a subset of the sample before proceeding to code the
rest of the papers individually (see Section 3.4). The following paragraphs and Table 2 summarize
our coding scheme.

RQ1. Intervention Modality and Pedagogical Approach. To address our first research question about
the types of interventions, we classified studies by their modalities and pedagogical approaches.
Using a bottom-up method to code for modality, we identified a set of mediums used to deliver the
intervention. Some interventions were presented through in-person formats, such as through a
course or coding workshop, learning materials (e.g., a debugging manual), an unplugged activity (e.g.,
embodied cognition), or peers (e.g., collaboration). Other instruction was delivered electronically,
such as in a coding environment, through a game, or using AR.

To better grasp the learning mechanisms central to the intervention, we coded the pedagogical
approach that these studies employed. We derived these categories from the work of Schwartz et al.
(2016), who extensively classified successful pedagogical approaches based on research findings
from the learning sciences [126]. While their work initially identified 26 categories, we refined
our focus to those that were most prevalent within our sample and made appropriate terminology
adjustments to better align with the debugging context. The primary pedagogical approaches
were: direct instruction, where skills and strategies are explicitly taught, deliberate practice, which
involves repeated exercises targeting a specific skill or strategy, visualization, often realized through
flowcharts, code highlighting, or virtual overlays, collaboration, which expects students to co-
construct and share knowledge, embodiment, where abstract concepts are explored and understood
through learners’ perceptual-motor systems,metacognition, which involves reflective self-regulation
and self-monitoring of progress by the learner, observation, where strategies and techniques are
modeled, often live, and scaffolding, where sections of an authentic activity are supported to
reduce cognitive load and improve access to complex concepts. Descriptions and examples of these
pedagogical approaches are discussed in the results section (see Section 4.2).

Codes for both modality and pedagogical approach were not mutually exclusive—a study could
use multiple modalities and rely on several pedagogical approaches. Additionally, modality and
pedagogical approach are distinct categories. For example, while an intervention may be delivered
through a game format, the central mechanisms for learning may be deliberate practice of debug-
ging strategies with scaffolded levels. When viewed together, these two coding categories offer a
comprehensive overview of the diverse intervention types.

RQ2. Debugging Process Step. Our second research question focused on the specific step(s) of the
debugging process that interventions targeted. To categorize the debugging process, we adapted the
framework introduced by Li et al. (2019) [88], which was initially derived from a troubleshooting
framework proposed by Jonassen and Hung (2006) [73]. This framework delineates four stages.
During the first step, students construct the problem space by forming a mental model of the overall
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Table 2. Coding Scheme for Analyzing Debugging Interventions

Code Categories Cohen’s ^
RQ1. What types of interventions have been designed to teach debugging?

Intervention modality

Course
Learning material
Unplugged activity
Peer

Coding environment
Game
AR

1

Pedagogical approach

Direct instruction
Deliberate practice
Visualization
Collaboration

Embodiment
Metacognition
Observation
Scaffolding

0.83

RQ2. Which step(s) in the debugging process does the intervention target?

Debugging step

Step 1: Construct the problem space
Step 2: Identify fault symptoms
Step 3: Diagnose the fault
Step 4: Generate and verify solutions
Step 5: Reflect and document

0.81

RQ3. Which non-cognitive construct(s) does the intervention target?

Non-cognitive Self-efficacy
Mindset

Affect
Persistence

0.94

RQ4. What methods are used to evaluate the intervention?

Evaluation method
Observational
Learning assessment
Survey

Interview
Students’ written reflection
None

1

Outcome

Accuracy
Efficiency
Adoption
Perceived helpfulness
Self-efficacy

Mindset
Affect
Persistence
Other

0.76

RQ5. What is known about the effectiveness of debugging interventions?

Effectiveness (based on
significance testing)

Positive
Mixed
No effect

Detrimental
N/A

1

The coding scheme categorizes the intervention modalities, pedagogical approaches, targeted step(s) in the debugging
process, non-cognitive construct(s) addressed, evaluation methods used, and outcomes of the interventions. Cohen’s
kappa coefficients are provided to indicate inter-rater reliability for each category.

code structure. The next step is to identify fault symptoms by observing discrepancies between the
intended and actual program behavior. This process may generate a series of hypotheses about the
error, which aids in the third step of diagnosing the fault. During this stage, programmers iteratively
narrow down on the exact location of the bug. The fourth step is to generate and verify solutions,
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which involves correcting the program and testing it. Descriptions and strategies for each of these
steps are further discussed in the results section (see Section 4.3).

In our coding scheme, we expanded the original framework to incorporate a fifth step: Reflection
and documentation. This addition was motivated by the significant role of reflection and documen-
tation in expert debugging, as highlighted by Perscheid et al. (2017) [117]. Their study revealed
that 70% of software engineers regularly document their bugs, citing benefits such as code review,
solving similar bugs in the future, and to teach their colleagues. Moreover, bug documentation has
been recognized as a means to enhance self-awareness during the debugging process [31, 79] and
to consolidate effective debugging strategies [36]. Thus, our final scheme for this code included five
categories/steps.

RQ3. Non-Cognitive Constructs. Debugging is not just a series of cognitive steps, but a rich
affective experience with complex metacognitive and motivational factors at play. Debugging is
rightly understood to be a particularly complex emotional experience, marked by intense periods
of frustration and triumph (affect) [77]. Repeatedly overcoming barriers in code progress requires
persistence, with a mindset that focuses on growth rather than performance (mindset, persistence)
[111]. Students also frequently self-assess their programming ability when debugging, leading to
larger convictions about whether they are good or “bad at CS” (self-efficacy) [57]. Thus, we wanted
to capture these constructs in our coding scheme, to code if and how papers addressed the non-
cognitive factors of debugging. Taking a bottom-up coding approach, we identified four constructs
represented in the wider literature of debugging and in our sample. These were: self-efficacy, a
learner’s belief in their own ability, mindset, a learner’s outlook on failure and growth affect, a
learner’s emotional state and regulation and persistence, a learner’s ability to persevere through
difficult bugs. During the coding process, we identified whether studies addressed these in their
intervention design. We coded paperss under these categories if the study mentioned how their
intervention impacted these constructs, or if they tested it as an outcome. A single intervention
could address multiple non-cognitive factors. Descriptions of these constructs are further detailed
in our results (see Section 4.4).

RQ4. Evaluation Method and Outcome. While our first three research questions targeted the
design of the intervention, our fourth research question sought to summarize how papers evaluated
the intervention. To identify the evaluation approaches used to determine the effectiveness of the
intervention, we coded for both the evaluation method and the debugging outcome assessed.

We first coded the evaluation method the paper used, capturing how they assessed the interven-
tion. Gross and Powers’ coding scheme is commonly employed in the field of computing education
to evaluate assessments of programming environments [59]. Their categorization of assessment
techniques fall under three categories: (1) anecdotal, where the authors primarily cite their personal
observations, (2) analytical, which evaluates a programming environment against a specific rubric
or criteria, and (3) empirical, which presents quantitative or qualitative data to evaluate an environ-
ment’s impact. We did not adopt this coding scheme to categorize our papers since anecdotal and
analytical assessments were seldom utilized in our sample. Instead, we modified the classifications
in the empirical category to better capture assessment methods in the sample.

Our coding scheme for evaluation methods encompassed five categories: observational, learning
assessment, students’ written reflections, survey, and interview. The observational category was
assigned to studies where researchers captured process data while students participated in the
intervention. This label encompassed a broad category of methods, including both qualitative
observations, such as researcher notes, and quantitative metrics, such as the time it took students
to solve a bug. Studies that utilized a debugging test either before and after (pre-post) or only after
(post) the intervention were categorized as learning assessment. Additionally, papers that assessed
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student debugging outcomes without access to the intervention tools were also categorized under
this label. Survey and interview codes were used when surveys or interviews were conducted to
measure debugging constructs. A handful of studies also encouraged students to write reflections
of their debugging experiences, which were later used to evaluate the outcomes of the intervention.
These papers were categorized under written reflection. Since studies often conducted multiple
evaluations of their intervention, these codes were not mutually exclusive.

Of equal importance to how the intervention was assessed is what was assessed. The impact
of debugging interventions encompasses a range of outcomes, often associated with debugging
performance, learning, or non-cognitive constructs. These outcomes were generated with a bottom-
up approach, employing terminology commonly found in the debugging literature. Among these
outcomes are improvements in accuracy, characterized by students writing fewer bugs, fixing more
errors correctly, or higher scores on a debugging test. Additionally, researchers have evaluated
debugging efficiency, such as reduced number of steps to solve a bug or shorter debugging times.
Given that novices often struggle to apply debugging strategies, the extent to which taught strategies
are adopted becomes a significant outcome of interest. In addition, students were requested to
provide self-reported measures of perceived helpfulness, reflecting the usefulness and impact of the
intervention on their learning. Lastly, researchers explored measures of self-efficacy,mindset toward
errors and debugging, affective responses, and persistence (e.g., number of attempts before giving
up). Collectively, this array of measures captures the nuances of debugging, providing valuable
insights into the effectiveness of the interventions.

For each paper, we coded every combination of evaluation method and outcome. For example,
we included separate entries if a paper assessed accuracy using both observational and learning
assessment methods. The subsequent statistical results of these evaluations (see section below,
Section 3.4) were also associated with the evaluation method and outcome.

RQ5. Intervention Effectiveness. Our fifth research question investigated the effectiveness of
debugging interventions. Several papers within our sample conducted qualitative studies, employing
design-based research methods to highlight important outcomes. Additionally, many papers did
not conduct controlled experiments or provide effect size data. As such, summarizing effectiveness
with a meta-analysis was not reasonable to capture the rich findings in our sample. Instead, we
employed a combination of qualitative and quantitative methods to summarize the efficacy of these
interventions.

For papers that did not experimentally assess their intervention, we summarized the results
during the coding process, which we report qualitatively in our results section. For the papers
that conducted empirical testing and reported statistical significance, we utilized coding categories
derived from D’Angelo and Schneider (2021) to capture the result. We categorized the intervention
as having a positive, mixed, detrimental, or no effect on the debugging outcome, based on whether
the hypothesis testing was significant (p < 0.05) or not. Specifically, we coded the results of the
significance testing for each combination of evaluation method and outcome examined in the
paper. Thus, each intervention may receive multiple effectiveness codes. Significance testing could
be conducted with experimental, quasi-experimental, or non-experimental study designs. If the
experimental group performed significantly better than the control group on an outcome, or if
students performed significantly better after the intervention or with the tool, this was coded as a
positive effect. If the opposite was true, the intervention was coded as having a detrimental effect. In
cases where the testing was non-significant, the intervention was coded as having no effect on the
outcome. If a paper assessed an outcome in multiple ways (e.g., employing various observational
accuracy calculations) and obtained a combination of positive, detrimental, or no-effect results, we
coded this as having a mixed effect.
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Fig. 2. Paper counts by year. The figure shows how many papers in our sample were published each year.
There were no papers published in 2013.

Reliability. After establishing an initial coding scheme, the first and second authors jointly coded
five papers, representing 12% of the sample. They iteratively discussed and refined the codes during
this collaborative phase. Once they achieved a satisfactory level of agreement, they coded an
additional seven papers (16% of sample) together, to assess IRR. The average IRR was ^ = 0.91,
indicating a high-level of agreement [101]. Detailed reports on the individual IRRs for each code are
shown in Table 2, with all codes demonstrating strong to almost perfect agreement. After achieving
an acceptable consensus, the first two authors divided the remaining papers to code individually. If
any uncertainties arose in the individual coding process, the first and second authors discussed
these collaboratively to reach a consensus.

4 Results
We examined a total of 43 papers that were published across 13 years from 2010 to 2022 (Figure
2). Appendix A (Table A1) presents the author, year, subject education level, and programming
language for each paper in our sample. There appears to be a trend of growing interest in debugging
interventions as an area of research. For the first 9 years in our sample window, an average of 2.3
papers were published annually except 2013 from which no papers were included. In 2019, there is a
notable changewith seven papers published, and the remaining 3 years averaging six papers per year.

Eight education-levels are present in the studies, the most common being university (58%, 25
papers), followed by high school (19%, 8 papers), middle school (16%, 7 papers), elementary (12%,
5 papers), adults (7%, 3 papers), and an unspecified level (2%, 1 paper). Of note is an increasing
focus on interventions for K-12 and adult learners. In the 2010–2018 period, 22% of the studies
target non-university learners in their interventions, while from 2019 to 2022, 56% of studies target
non-university learners.

The three most common languages in the interventions are Java (28%, 12 papers), block-based
(23%, 10 papers), and Python (16%, 7 papers). C++ and C account for 21% of the papers analyzed (9
papers), while Javascript is used in 1 paper. One of the two tangible languages present in our sample
is Robo-Blocks, a system targeting young learners through which a robot’s motion is controlled
by assembling physical command blocks [130]. In addition, there are nine instances of virtual
block-based languages in our sample. Block-based languages like Scratch are first targeted in 2017
and remain a consistent part of the literature from 2019 onward. Conversely, the share of papers
targeting Java declines over time, and none of the papers in the last 2 years of our window use it.
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Table 3. Intervention Modalities

Modality Papers Count
Course/Workshop [4, 24, 34, 36, 42, 47, 52, 80, 104, 119, 131, 141, 143, 144,

146, 149]
16

Manual/Learning
material

[22, 47, 54, 143, 144] 5

Unplugged activity [4, 52, 130] 3
Peer [52, 107, 149] 3
Coding environment [1, 3, 10, 28, 33, 46, 51, 58, 67, 71, 85, 95, 97, 105, 118,

123, 136, 146]
18

Game [22, 35, 71, 85, 91, 105] 6
AR [8, 32, 121] 3

Categorization of debugging interventions by the delivery modality.

4.1 Modalities
To summarize the spectrum of debugging interventions in our sample, we began by classifying
the interventions based on the modalities they employed. In our coding scheme, we classified
intervention modality according to its delivery method, which included courses, learning materials,
unplugged activities, peer interactions, coding environments, games, and AR (Table 3).

Many papers in our sample rely on instructor-led coursework to deliver an intervention, and 37%
of our sample (16 papers) include this modality, coded as “Course/Workshop.” One such example
is Ko et al. (2019) who studied the effect of a 5-week workshop for high school students [103].
Students were taught a “debug” strategy by brainstorming hypotheses about the bug location, and
systematically investigating each one. Instructors used metaphor, modeling, and a strategy tracker
to teach this approach. Another modality was manuals or learning materials, which accounted for
12% of our sample (5 papers). In our coding, learning materials were generally static resources used
to guide learners, such as posters and manuals. Garcia et al. created a debugging manual presenting
both cognitive strategies to guide the debugging processes and non-cognitive strategies to help
learners manage their affective responses [54].

Unplugged activities, where students use physical objects or interactions rather than computers
to explore computational thinking and debugging, accounted for 7% of our sample (3 papers).
For example, to help students better understand the code execution, Ahn et al. asked elementary
students to act out the code through embodiment techniques. A handful of papers explored the effect
of collaboration (3 papers, 7%) and peer interaction as the mode of learning. For example, Zhong
and Li compared the performance of paired programmers with that of individual programmers in a
summer camp class [149].

Many papers used digital modalities for their interventions. Coding environments, the most
common example, accounted for 42% of our sample (18 papers). We considered tools embedded
within IDE to fall under this category, along with tutorial programs having simple coding interfaces.
This included work such as Carter (2015) where an intelligent tutoring system dynamically broke
code to generate debugging exercises for students [28]. Another digital modality, games, applied
to 14% of our sample (6 papers). This category included interventions using bespoke computer
games to teach debugging, such as Gidget (Figure 3), where learners guide a personable robot
through debugging puzzles [85]. AR, using digital devices to embed information and interactions
in the physical world, accounted for 7% of our sample (3 papers). Chung and Hsiao presented
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Fig. 3. Examples of debugging games. The example on the left (screenshot from [85]) depicts the debugging
game, Gidget. Learners solve a series of debugging puzzles and interact with a personified compiler. The
example on the right (screenshot from [105]) depicts the debugging game, Robobug. The game introduces a
series of debugging strategies that learners must use to progress the narrative.

Table 4. Pedagogical Approaches

Pedagogical Approaches Papers Count

Direct instruction [24, 36, 42, 47, 54, 80, 104, 105, 131] 9
Deliberate practice [10, 28, 30, 42, 47, 51, 67, 71, 85, 91, 95, 104, 105,

141, 146]
15

Visualization [8, 10, 32, 35, 46, 67, 97, 104, 121, 123, 136] 13
Collaboration [22, 32, 52, 107, 130, 141, 149] 7
Embodiment [4, 121, 130] 3
Metacognition [1, 4, 24, 30, 34, 36, 42, 52, 80, 91, 95, 107, 130,

141, 143, 144]
16

Observation [22, 24, 30, 36, 80, 104, 119, 143, 144] 9
Scaffolding [3, 4, 10, 22, 28, 32, 42, 46, 47, 51, 52, 54, 58, 67, 71, 80,

85, 91, 95, 105, 118, 119, 121, 130, 131, 136, 143, 144]
28

Categorization of debugging interventions by the pedagogical approach.

students with a three-dimensional debugging task and allowed some participants to inspect the
task environment from different angles using AR [32].

4.2 Pedagogical Approaches
Debugging instruction is often difficult because it must scaffold the experiential nature of learning
a skill [132]. To answer the first research question and understand what types of interventions
have been designed to teach debugging, we summarized the primary pedagogical approaches used
in the included studies, which are couched in methods drawn from the learning sciences (Table 4).
We describe the learning mechanisms behind these pedagogical approaches below and discuss how
they were utilized in our sample.

Direct Instruction. Based on the observation that few CS courses explicitly teach debugging [66], a
common intervention is to provide systematic instruction on the debugging process and debugging
strategies. Decades of research dating back to the 1970s has focused on how experts approach
bugs [100]. They tend to follow a systematic process akin to the scientific method, beginning
with forming hypotheses and iteratively testing them to pinpoint the error location [140]. To
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support students in developing these skills, several interventions have attempted to explicitly teach
this process. In an early study, Carver and Risinger (1987) showed that explicit instruction on a
systematic debugging process resulted in significant improvement in debugging ability [29].

In our sample, nine papers (21%) utilized this approach. For example, Michaeli and Romeike
(2019) conducted a study that replicated the findings by Carver and Risinger (1987). They presented
a systematic debugging process to students on a poster, walked through each step and used it
to work through an example. Students subsequently practiced applying this approach through
targeted debugging exercises. Similarly, Böttcher et al. employed a “just-in-time telling” instructional
method [24]. Students were first tasked to read a text on debugging, which was followed by a
live-coding lecture modeling an explicit debugging approach. In addition to instructor-led formats,
interventions that supplied textual guidance for debugging procedures or strategies were also
coded under direct instruction. For example, Garcia et al. created a debug manual with specific
explanations and procedures for executing common debugging strategies [54]. Their manual also
included direct instruction on how to regulate one’s emotions while debugging, citing theories of
emotional awareness.

Deliberate Practice. Direct instruction is frequently accompanied with opportunities for students
to practice the strategies and procedures that they learned. To be most effective, deliberate prac-
tice should be goal-oriented, repeated, and situated in a rich feedback loop [48]. This practice
typically occurs outside the context of the authentic activity, with students working on specific
debugging problems or skills without actively coding [126]. In an early study, Chmiel and Loui
(2004) showed that students who completed more debugging exercises were subsequently more
efficient at debugging their own code [31].

In our sample, 15 papers (35%) utilized some form of deliberate practice. Beyond familiarizing
students with common errors, these exercises aimed to cultivate strategic and procedural knowledge.
Robobug (Figure 3), a debugging game, taught students how to use specific debugging strategies,
such as print statements, decomposition, and code tracing [105] and provided exercises to practices
these strategies. Other exercises can teach the procedural knowledge of how to perform sub-tasks,
such as using the debugger, creating test cases, or inspecting memory. In an exercise called Binary
Bomb, students practice setting breakpoints in strategic locations of assembly code to defuse a
hidden bomb in the program [26, 51]. When crafting the Ladebug programming environment,
the authors’ primary aim was to establish a controlled and simplified setting for students to
practice using the debugger while working through various pre-designed exercises [95]. Their
intent was for students to transfer these procedural skills to debugging code in their own Integrated
Development Environments (IDEs). Other forms of deliberate practice in this category took
place in a game settings [71, 85, 91, 105] or as exercises in class [42, 47, 104, 141, 146].

To provide the opportunity for repeated and scaffolded practice, several interventions generated
banks of buggy code for students to practice on. Most frequently, these exercises were created
by instructors or researchers who were familiar with stereotypical bug patterns [10, 30, 51, 67,
95, 146]. However, Fields et al. explored asking students to generate buggy code for each other to
solve. Apart from affording students opportunities to debug code, the authors theorized that as
students generated flawed code, they would gain a greater sense of agency over their learning
and the act of making mistakes [52]. Two papers in our sample also explored generating buggy
code dynamically, either through pre-configured bug patterns [28] or in response to errors which
learners encountered in previous exercises [71]. Among papers focused on deliberate practice,
exercises primarily tasked students to debug pre-existing faulty code. While this provides targeted
debugging practice, it also raises an important consideration, since debugging someone else’s code
can qualitatively differ from debugging one’s own code [144].
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Visualization. PV have long-been a common pedagogical tool to help students learn CS [133].
Visualizing the program execution and control flow can be particularly helpful for novices, who
often struggle to chunk relevant information and build a mental-model of the code [89, 140].
Encouraging students to generate their own visualizations is another effective learning mecha-
nism, since they must map out the intricacies of the underlying code logic [68, 69]. Early work
in PV for novices can be traced back to the 1980s, and contemporary software solutions such as
Jeliot [106], BlueJ [81], and Python Tutor [61] have become widely adopted and actively main-
tained. In 2013, Sorva et al. conducted a comprehensive survey of pedagogical programming
visualization tools [133]. Their analysis revealed that these visualizations predominantly con-
tribute to learning. However, it also highlighted that the research prototypes often have short
lifespans and lack thorough investigation. Notably, there remains a gap in the discussion of vi-
sualizations tailored to support debugging, which is often recognized as a separate skill from
programming itself.

Out of the papers we sampled, 13 (30%) made use of visualizations as tools to support debugging.
Four designs adhered to traditional conceptions of PV, which typically provide snapshots of the
code’s execution and allow users to step through and set breakpoints [33, 35, 67, 123]. For example,
Santos (2018) created PandionJ, a pedagogical debugger designed to resemble teacher-drawn
diagrams of student code [123]. When the code loops through an array, the canvas displays the
array values and indices, along with arrows and bars indicating the current step of the loop and the
loop bounds. These additional visual indicators allow students to understand the current and future
states of the variables when debugging their loops. Another category of visualizations provided
visual cues to steer learners to the fault location [10, 46, 136]. Ardimento et al. (2019) directed
students’ investigations by visualizing possible fault paths in a program [10], while Edminson
and Edwards (2020) used statistical fault localization (SFL) to highlight lines of suspect code
when errors occurred [46]. Three designs also used AR to visualize hidden code states and enable
collaboration, particularly for physical computing environments [8, 32, 121]. For example, Alrashidi
et al. (2017) created an AR application for a robot programming task [8]. When students encountered
an error, they could point their tablet at the robot to view an overlay of the robot’s actions, behaviors
and sensor values in real-time. This external representation of hidden code states allowed them to
compare expected and actual outputs of the code.

Collaboration. During collaborative learning, students work together to construct knowledge
and solve problems [134]. Pair programming is shown to be effective in boosting course retention,
quality of code, and learning gains [63]. When working in pairs, the cognitive load is shared between
partners, allowing them to exchange and build on each other’s ideas [27]. While collaboration has
been extensively studied in programming, less research has focused on specific subskills of the
practice [63], including debugging.

In our sample, seven papers (16%) incorporated aspects of collaboration in their intervention,
primarily through pair debugging. Murphy et al. analyzed the transactive discourse between
collaborators as they worked through debugging challenges together [107]. They hypothesized that
collaboration could be especially effective in the context of debugging, since both parties could
share the cognitive load and search for errors. Additionally, “thinking aloud” with their partners
could help to thoughtfully reason through the problem, while also providing opportunities to
vent and process negative emotions associated with the debugging process. Fields et al. (2021)
and DeLiema et al. (2019) also noted the potential regulatory benefits of collaboration and asked
students to share moments of struggle while debugging with their classmates [36, 52]. Collaboration
was often employed within physical computing contexts or using AR [32, 52, 130]. While computer-
based programming paradigms often require collaborators to alternate roles between driving and
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navigating, physical computing offers both parties the opportunity to simultaneously discuss and
manipulate the code.

Embodiment. Embodied cognition harnesses the intelligence stored in the perceptual-motor
system to help make sense of abstract concepts [15]. When programming activities incorporate
bodily engagement, learners can enhance their code comprehension [72] by embodying the code
execution. Externalizing the program execution beyondmental visualization also alleviates cognitive
burden, allowing students to better focus on the programming task at hand [82]. Since debugging
requires complex abstract thinking, embodiment can be an effective approach to assist the process.

Three papers (7%) in our sample explored the use of embodied cognition to enhance debugging
skills [4, 121, 130]. Ahn et al. investigated two forms of embodiment for a maze traversal task, where
elementary-school students needed to debug a character programmed to follow a certain path [4].
The first involved direct embodiment, where students physically walked through the maze, while
the second utilized surrogate embodiment, with students manipulating a paper character through
the path. Both of these approaches were designed to help students embody the association between
a command block and the resulting outcome. Another effective form of embodiment is through
unplugged programming activities. These methods offer concrete and content-focused learning
experiences for novices, reducing the cognitive demands associated with technology and technical
knowledge. To illustrate, Sipitakiat et al. (2012) created the Robo-blocks system, in which children
control the movement of a floor robot by snapping together physical command blocks [130]. These
blocks were easily rearrangeable, enabling students to promptly adapt them in response to errors.
The designers also included a step-by-step function, which let children slow down the execution
process to observe each command block and its associated action.

Metacognition. Debugging is rarely a linear process and thus requires students to metacognitively
monitor their progression and thinking throughout. In addition to applying their debugging knowl-
edge, students must also learn to self-regulate their emotions, strategy usage, and pacing [150].
Studies find that during programming writ-large, students often employ variable metacognitive
strategies and self-regulate in shallow and unsuccessful ways [20, 49]. Encouragingly though, sev-
eral papers confirm that students can be taught metacognition skills and that these skills improve
their coding ability [21, 92]. Prior interventions on programming metacognition have aimed to
target self-regulation before, during, and/or after the problem-solving process, in accordance with
self-regulation theory [93].

In our sample, which included 16 (37%) metacognition interventions, we found that papers
similarly targeted each of these stages with their interventions. DeLiema et al. (2019) encouraged
students to write “tweets” before coding, as reminders to their future selves [36]. Students referenced
these strategies, such as “#becalm,” “#think about it,” and “#trydifferentstrategies,” whenever debug-
ging became difficult. Other interventions in our sample scaffolded the metacognitive process while
students were debugging [1] (Figure 4). For instance, Ko et al. (2019) built a tool that walked students
through the process of systematically locating a defect. Using this tool, students located where they
were in the debugging process and could track their own progress [80]. Another common approach
was to constrain the progression of the debugging process—students must first accurately identify
the bug location before proceeding to solve it. This was implemented in both online and unplugged
activities, either with virtual [95] (Figure 4) or physical bug flags [130]. Lastly, researchers employed
reflection activities after the debugging experience, to help students consolidate their strategies or
process their emotions. Reflection was typically written [24, 42, 91] or verbal [141, 144], though
Dahn et al. (2020) incorporated arts instruction alongside the programming instruction to help
students reflect on their debugging emotions through various art forms [34].
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Fig. 4. Examples of metacognitive scaffolding interventions. The example on the left (screenshot from [1])
depicts the programming environment, Spinoza. As learners solve a series of coding problems, the debugging
process is metacognitively scaffolded for them. When they encounter a bug, students must first diagnose
the error, then create a plan to solve the issue. The example on the right (screenshot from [95]) depicts the
coding environment, Ladebug. Students work through a series of debugging exercises and must first correctly
locate the error before fixing the bug.

Observation. Expert debuggers often find it difficult to describe their debugging process since
their expertise relies on pattern recognition that commonly occurs subconsciously [132]. Because of
this, demonstrating debugging practices is often more effective than verbal instruction alone. In an
early line of work, researchers experimented with replaying the eye gaze patterns of experts while
debugging, also known as eye movement modeling examples [135]. This form of modeling can
enhance students’ understanding of code, since eye gaze conveys the intricacies of visual processing
strategies [19]. While social learning theory emphasizes the role of teaching by modeling ideal
procedures [14], cognitive load theory also highlights the use of worked examples in observational
learning [137, 138]. In contrast with learning by problem-solving, where students may fixate on
correctness, studying worked examples enables them to focus solely on learning the ideal procedure
for solving such problems [139].

Within our sample, which included 9 (21%) examples of observational learning, interventions
implemented both modeling [24, 36, 80, 104, 119] and worked examples [22, 30, 143, 144]. Modeling
typically took place in a live programming context, where instructors coded for students in front
of the class or in one-on-one sessions. In these interventions, the instructor either demonstrated
a programming exercise and debugged as errors arose [119], or modeled a specific debugging
strategy, such as iterative hypothesis testing [24]. Instructors in the study by DeLiema et al. (2019)
implemented modeling behaviors in smaller groups and one-to-one [36]. Informed by the tenets
of reciprocal teaching, they modeled strategies while narrating what an expert might think when
enacting them. Along the way, they also prompted students to reflect on how that strategy worked
and contributed to debugging. Bofferding et al. investigated how analyzing worked examples of
debugging could contribute to student learning [22]. They presented first- and third-graders with
correct and incorrect worked examples of common bugs in a block-based programming language.
These examples included explanation prompts and asked student pairs to identify why certain code
was used, what it did, or what the bug in the program was. Students were then asked to apply these
procedures to an example exercise. The authors hypothesized that these worked examples could
help students internalize the procedures of effective debugging strategies.
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Scaffolding. Scaffolding describes the material and social supports that help learners begin to
participate in an authentic activity. In the beginning, these structures help to reduce the cognitive
burden of a complex task and are gradually reduced as the student gains proficiency and expertise
[142]. A plethora of programming tools have aimed to scaffold or simplify the debugging process.
Most notably, block-based languages were designed to eliminate syntax errors so students could
focus on the act of creating and designing [120]. Specific to debugging, researchers have built tools
to help novices interpret error messages, either by rewriting them [18, 37] or suggesting solutions
that peers have applied in the past [64]. Still, the predominant objective of these tools is often not
for students to learn debugging, per se, but to streamline the process so students can focus on
other programming goals [64]. Our review and categorizations attempted to describe scaffolding
mechanisms that authors themselves acknowledged as aiding debugging instruction. This is an
understandably broad category, which overlaps with many other pedagogical approaches described
above.

Among the papers that we reviewed, which included 28 (65%) examples of scaffolding, interven-
tion designs broadly fell into four categories: metacognitive scaffolding, simplification, constraints,
and hints. The debugging process can be metacognitively scaffolded by providing a formalized
procedure for students to follow [47, 80, 95, 104, 141, 143, 144]. For example, Abu Deeb and Hickey
(2021) piloted Spinoza, a reflective debugging platform, in an introductory CS course [1]. As students
encountered errors while solving programming exercises, the software prompted them to identify
the type of bug, diagnose what was wrong with the code, and explain their plan to solve the issue
(Figure 4). Debugging can also be overwhelming, and simplifying tasks reduces cognitive load.
Exercises can be designed to have only one error or use one strategy, to help students focus on
practicing specific bug types or skills [71, 105]. Unplugged exercises can help students focus on
learning the debugging process and strategy over the tools and technology [4, 130]. Constraints
within a debugging environment can also be helpful to limit maladaptive strategies. For example, a
handful of exercise-based interventions limited the lines of code that learners could edit, either
to help them narrow down on suspect code [51] or to prevent them from deleting large chunks
of code or introducing new errors while debugging [91, 95]. Lastly, intervention designs included
pre-written hints or error messages to provide clues to the error location or bug fix [3, 10, 28, 46,
58, 67, 136].

4.3 Debugging Process
Although debugging is often conceptualized as a single act, it requires students to master and apply
several sub-skills [75]. In this section, we consider our second research question by examining
which steps of the debugging process, as summarized by Li et al. (2019) [88], are targeted by
the various interventions in our sample. In the following sections, we describe each step of the
debugging process, why novices may struggle at this stage, and summarize studies in our sample
that specifically targeted this phase. Table 5 shows an overview of how interventions targeted each
step in the debugging process with paper references.

Step 1: Construct the Problem Space. The first step in the debugging process is to construct a
mental model of the system and the code. This summarizes the intended behavior or state of the
program, the actual behavior, the function and structure of the program, and finally the execution
and control of the program [88]. Ideal strategies that support this step are understanding the
programming language [53, 60], understanding the code [78, 140, 148], and program tracing [108].
A robust understanding of the code allows students to debug more efficiently and strategically [60].
However, this is also the step that novices most frequently forego [129]. When faced with an error,
beginners will often jump to testing hypotheses without taking time to understand the program
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Table 5. Summary of How Interventions Targeted Each Step in the Debugging Process and Non-Cognitive
Debugging Skills

Debugging Step Methods to support this step from sample Count

Step 1: Construct
the problem space

— Visualizations of program execution [10, 32, 33, 35, 67, 136]
— Teaching comprehension strategies, such as program-slicing [47],

code-tracing [105], print statements [105], and writing out the code
in natural language [54]

— Answering comprehension questions about the code [22]
— Acting out the code with embodiment [4]

11
(26%)

Step 2: Identify
fault symptoms

— Pre-made test cases for student code [1, 24, 51, 67, 95, 97, 143, 144]
— Hints or re-written error messages [3, 28, 71]
— Teaching explicit testing processes [80, 141] or strategies, such as

identifying boundary conditions [54] and comparing the expected
and actual output [51, 104, 143, 144]

— Visualizations comparing expected and actual output [136]

18
(42%)

Step 3: Diagnose
the fault

— Explicit instruction and practice on bug location strategies [36], such
as print statements [51, 54, 105], decomposition [105], hypothesis
testing [24, 80, 143, 144], and diagramming the code [54]

— Debuggers to assist tracing [67, 91, 95, 130, 136]
— Hints and clues to fault location [3, 10, 46, 58, 71, 136]
— Identifying stereotypical bug patterns [30, 36, 52, 146]

24
(56%)

Step 4: Generate
and verify
solutions

— Creating a plan to solve the bug [1, 36, 143, 144]
— Specific hints for the correct solution [3, 58, 71, 85, 136]
— Protecting original source code so new errors aren’t introduced

during the fixing process [51, 91, 95]
— Pre-made test cases for student code [1, 24, 51, 67, 95, 97, 143, 144]
— Students write their own test cases [42]

17
(40%)

Step 5: Reflect and
Document

— Class discussions to identify stereotypical bug patterns [34, 36, 52,
141]

— Writing self-explanations of the bug cause [91] and fix [42]
— Written, verbal or visual reflections on debugging strategies [36, 144]

or debugging process [24, 34, 144]

9
(21%)

Non-cognitive

Self-efficacy — Scaffolding bug difficulty to build up confidence [4, 67]
— Practicing common bugs and debugging strategies [51, 52, 80, 104]

6
(14%)

Mindset — Attributing errors to the computer’s misunderstanding [46, 85]
— Storytelling, sharing and reflecting on bug encounters [34, 36, 42, 52]

5
(12%)

Affect — Collaborative sharing of debugging struggles [34, 36, 52, 107]
— Creating art to process debugging emotions [34, 36]
— Instruction on emotional awareness [54]

5
(12%)

Persistence — Metacognitive scaffolding [1]
— Gamification and narrative to motivate debugging [35, 71, 85, 105]

5
(12%)

Article counts are presented in the right-most column.
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first [108, 140]. This step is also challenging since novices are operating with a fragile knowledge
of program execution, making it difficult to trace dependencies and reason backwards from the
error [116].

In our sample, 11 papers (26%) included interventions that supported this step in the debugging
process. One common approach was to directly teach students code tracing and comprehension
strategies [47, 54, 105]. Eranki et al. introduced students to a professional debugging technique:
program-slicing. Students were taught to decompose code semantically through exercises correcting
jumbled code and identifying missing lines of code [47]. These exercises were designed to help
students locate code dependencies to assist the debugging process. Another approach was to ask
students code comprehension questions to confirm their understanding of the original code. In
their worked examples, Bofferding et al. included reflection prompts such as “which coding piece
tells Awbie to do Steps 2 and 3 of the program?” These discussion questions prompted students
to check their own understanding, allowing them to better reason about why the example code
was or was not working [22]. Ahn et al. (2022) [4] also explored the use of embodiment, where
students act out the code, to help them gain a better understanding before debugging. Similarly,
visualizations of variable states, program execution, and algorithms aimed to assist students in
building a mental model of the code. These tools externalized an overview of the program and
sought to help students internalize the process of code tracing. Albeit, visualizations are a passive
way of supporting this step, since prior work has shown that students may not actively engage
with visual aids unless prompted to through engagement prompts [133].

Step 2: Identify Fault Symptoms. Upon pinpointing the intended and actual program behaviors in
the first step, the next task is to identify any inconsistencies between these two states. The strategies
employed here vary depending on the nature of the bug, whether it manifests at compile-time,
runtime, or stems from a logical error. When dealing with a compilation error, a valuable technique
is to notice and interpret the error message [74], which contradicts the intended program behavior.
Bugs occurring at runtime may not always manifest, so thoroughly testing the system is a useful
strategy to pinpoint states which are abnormal or cause the program to crash [40, 140]. Lastly, when
searching for logical errors, it can be helpful to clarify how the output differs from the intended
behavior, or map out instances where the code outputs correctly and incorrectly [29, 78]. Strategies
to support this step are commonly challenging for novices since error messages are notoriously
difficult to understand [18, 37], and students often lack the procedural knowledge to thoroughly test
their code [108]. Additionally, beginners generally struggle to identify what the code is supposed
to do and have trouble detecting discrepancies between the intended and actual behavior [2, 60].

In our sample, 18 (42%) papers supported this step in the debugging process, using approaches
such as rewriting error messages [3, 28, 71], offering explicit guidance on testing code [54, 80,
104, 141, 143, 144], asking metacognitive questions [141, 143, 144], and providing pre-written test
cases [1, 24, 51, 67, 95, 97, 143, 144]. To help students comprehend and address error messages,
Carter (2015) and Jemmali (2022) embedded hints within their programming environment that
elucidated the compiler error [28, 71]. Five interventions explicitly taught students to test their
code using direct instruction or exercises. For example, in their debugging unit, Whalley et al.
[143] included a specific lab session teaching students testing strategies. Students were shown
an example of faulty code that passed and failed a series of test cases. They were then asked to
compare the difference between the failing test case’s output and the expected output, honing their
skills of locating discrepancies. To teach students to reason through logical errors, Fenwick created
a debugging exercise called Quicksand [51]. In this activity, the original source code is hidden
from students, and they must locate the error by observing which test cases the code passes and
fails. Interventions situated in the computational thinking literature also employed metacognitive
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prompting [25]. Following a debugging session, students were asked to describe what happened
when they ran their code, and how it differed from what they wanted and expected [141]. These
questions are designed to help students internalize a mindset of testing and comparing. The most
prevalent approach to help students identify fault symptoms was to provide a pre-made set of test
cases. Yet, the majority of these approaches only require passive engagement from the students,
leaving it unclear as to whether students internalized how to generate test cases or the importance
of it. Notably though, Bottcher et al. (2016) intentionally included erroneous test-cases in their sets,
encouraging students to think critically about crafting meaningful test-cases [24].

Step 3: Diagnose the Fault. After discerning disparities between the program’s current state
and its intended behavior, the subsequent phase is to diagnose the fault and pinpoint the bug’s
location. Vessey suggests that experts often take an approach akin to the scientific method—
generating a series of hypotheses and iteratively testing each one until the error is exposed [140].
Common techniques to optimize this stage often require strategic and experiential knowledge [88].
Programmers rely on prior experience with similar bugs to hypothesize likely causes and use a
series of strategies to narrow down on the correct origin of the bug [40]. Due to inexperience
and/or ineffective use of strategies, students new to programming struggle at this stage. Murphy
et al. (2008) noted that they often employ maladaptive strategies, such as trial and error, or deleting
the entire code [108]. Further, novices may over-focus on a single hypothesis instead of iteratively
considering alternative causes [53, 73, 140].

Of the papers that we reviewed, 24 interventions supported this step, around 56% of our sample.
The intervention designs can be categorized into a few distinct approaches, which include: teaching
hypothesis generation and specific debugging strategies [24, 36, 51, 54, 80, 105, 143, 144], providing
hints to the error location [3, 10, 46, 58, 71, 136], designing visual debuggers to help students step
through the code and locate the fault [67, 91, 95, 130, 136], and helping students to consolidate and
chunk stereotypical bug patterns [30, 36, 52, 146]. A number of papers highlighted the importance of
hypothesis generation, with accompanying visuals or process illustrations to highlight the iterative
nature of hypothesis testing. For example, in their debug strategy, Ko et al. taught students to flag
suspect code that might be causing the incorrect behavior, then to loop through each one until they
located the fault [80]. Michaeli and Romeike (2019) also shared a visual aid of the debugging process
with students, which situated “hypothesizing about the cause” in repeated loops [104]. Interventions
also taught students explicit debugging strategies, such as adding print statements, decomposition
and using a debugger. Debuggers that enable students to step through their code prove valuable in
supporting this phase, since they offer a systematic approach to examine the code’s execution and
pinpoint the error’s location. Another common approach, most often embedded in programming
environments, was to provide visual or textual hints to the error location. For example, Edmison
and Edwards (2020) used SFL to overlay heatmap visualizations on student’s code [46]. The colors of
the heatmap provided visual clues to the bug’s most likely location, which was designed to prevent
students from going down the wrong path. Lastly, to build up students’ experiential knowledge
of common bug patterns, Fields (2021) and Deliema (2019) incorporated class discussions into
their debugging curriculum [36, 52]. Students brainstormed common bugs that they ran into and
collaboratively categorized these as a class. This form of recounting and chunking was crafted to
help students recognize patterns among errors to aid the next time they encountered similar bugs.

Step 4: Generate and Verify Solutions. Once the bug has been located, the final step is to generate
and verify solutions to the code. Interestingly, the primary challenge in debugging does not lie
in solving the bug, but rather identifying it. Novices who were able to correctly locate the bug
almost always solved it [53, 74]. After resolving the bug, programmers should also reevaluate the
program, verifying that the fix corrected the initial issue without inadvertently introducing new
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errors. This step is one that students frequently overlook—Fitzgerald et al. noted that students
rarely test their code with boundary conditions, and also tend to introduce more errors during the
debugging process [53].

In our sample, 17 (40%) interventions specifically supported students in generating and verifying
their solutions, primarily through metacognitive scaffolding techniques [1, 36, 143, 144], hints [3,
58, 71, 85, 136], and pre-made test cases [1, 24, 51, 67, 95, 97, 143, 144]. To help students generate
solutions, the online IDE, Spinoza, tasks students with writing a plan about how they will solve the
bug after diagnosing the error [1]. Specific hints, such as “try; instead of )” [1], and relevant examples
of correct syntax [3] also lead students to the correct solution of the bug. The programming tools
Ladebug [95] and Quicksand [51] protect the original source code once students have located the
bug, so that students don’t introduce more errors when fixing the original bug. Lastly, pre-made
test cases were designed to help students verify their solutions, similar to their usage in Step 2.
Instructors often included boundary conditions in these tests to encourage students to think about
edge cases. Duwe et al. specifically set out to teach students a “testing mindset,” which they define
to be the belief that “if [the code] wasn’t tested, it doesn’t work” [42]. As students worked on their
electronic projects, they collaboratively built up test sets for their processors and assigned each
member to test submodules of the tool. These activities were crafted to reinforce the importance of
testing, even in the post-debugging phase.

Step 5: Reflect and Document. The last step in debugging is to reflect on the overall process.
Professionals frequently keep bug logs [79, 117] to document common errors for future reference,
and reflection can help students consolidate their knowledge. This aligns with a central Deweyan
philosophy that learning does not result from experience alone, but rather reflection on experience
[122]. Fitzgerald et al. observed that when debugging, a subset of novices just “stumble[d] upon
[the solution] haphazardly,” without understanding what the bug was or why their fix worked [53].
A final step of reflection after solving the bug can help students transform their experience into
expertise.

In our sample 9 (21%) papers actively promoted reflection after debugging. The primary aspects
that students reflected on were stereotypical bugs [34, 36, 52, 141], details about the bug [1, 36,
42, 91], the effectiveness of certain debugging strategies and processes [24, 36, 144], and their
emotions [34]. To highlight common bugs, Fields et al. (2021) asked students to discuss frequent
errors they encountered [52]. As a class, they categorized these problems into groups and displayed
them on posters around the classroom. In their debugging game, BOTS, Liu et al. (2017) included a
self-explanation feature to encourage reflective thinking [91]. After solving the bug, the system
prompted students to update their initial hypothesis of what the error was. DeLiema et al. (2019)
asked students to reflect on effective strategies for locating errors, and helped them express the
emotional experience of debugging through painting, drawing comic-strips, data visualizations
and writing poems [36]. After teaching students a formal process for debugging, Whalley et al.
(2021) conducted debugging sessions with a handful of students and asked them to reflect on their
process and whether they would make any change next time [144]. Reflection was primarily verbal
or written (e.g., in bug journals), though researchers have also explored the use of artistic mediums
[34]. It commonly took place collaboratively, either between pairs or in a classroom discussion.

4.4 Non-Cognitive Skills
To answer our third research question, our review also investigated how/if studies addressed the
non-cognitive skills related to debugging. Sixteen papers (43% of our sample) mentioned how
their approach may impact these skills, or measured a non-cognitive construct. Self-efficacy (six
papers) was most frequently studied, followed by mindset (five papers), affect (five papers), and
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persistence (five papers). These constructs often overlap and interact, leading to instances where
papers simultaneously address multiple constructs. We describe each construct and summarize
how studies in our sample targeted these. A summary of these approaches, along with references,
can be found in Table 5.

Self-Efficacy. Self-efficacy is a psychological construct describing the beliefs that an individual
holds about what they are capable of accomplishing [12]. These beliefs develop continuously,
influenced by external factors, such as encouragement, and internal factors, such as emotions and
self-assessments of performance [13]. Although self-efficacy and related interventions have been
studied extensively in CS education, less is known about students’ perceptions of their debugging
ability specifically. Improving students’ debugging self-efficacy is important since these beliefs
influence behavioral outcomes essential for debugging. For example, students with higher self-
efficacy exhibit greater effort and persistence [6, 114] and are more likely to employ self-regulated
behaviors, such as systematic thinking and strategy usage [124].

One of the common approaches for bolstering self-efficacy was using scaffolding techniques such
as incrementally adjusting the difficulty of the bug or presenting the program in natural language
before proceeding to code [4, 67]. By starting with manageable challenges and progressively
introducing more intricate bug scenarios, the intent is to help learners feel less overwhelmed and
more confident in their debugging skills. Another prevalent strategy involved deliberate practice,
where students engaged in focused, purposeful practice targeting specific types of bugs or debugging
strategies [51, 80]. This approach aimed to cultivate a sense of mastery and confidence in students’
ability to tackle similar bugs in the future.

Mindset. Researchers have suggested that there are certain mindsets associated with debugging.
One mindset in particular is a growth mindset. Students with a growth mindset believe intelligence
is a malleable trait [43, 44]. They prioritize learning over performance and show persistence in
the face of challenges [45]. This mindset is especially relevant when debugging because bugs are
inherent challenges and errors. Students with a growth mindset though may see these obstacles as
learning opportunities rather than a sign of failure [111]. In addition to having a growth mindset,
Duwe (2022) suggests that students must also develop the mindset that bugs are an expected part of
the development process and that debugging requires a systematic approach [42]. These mindsets
are important because they often dictate how students respond in the face of challenging errors.

One approach to address students’ mindsets was through reframing techniques rooted in at-
tribution theory. Lee et al. (2011) intentionally created a game where the compiler blames itself
for errors—reframing bugs as a misunderstanding rather than a failure of the student [85]. As
part of their curriculum, Duwe et al. (2022) asked students to complete “debugging demos” where
they demonstrated how a bug could illuminate a learning concept [42]. Instructors and teaching
assistants were also encouraged to model a debugging mindset during class and labs. Another
common approach was to engage students in storytelling and sharing, to frame bugs as a common
occurrence and learning experience [34, 36, 42, 52]. Fields et al. had students intentionally create
buggy code for their peers to solve, reinforcing the belief that bugs are a natural part of the coding
process and a shared experience [52].

Affect. When debugging, students often experience a host of negative emotions, such as frus-
tration and stress [18]. While mild levels of confusion and frustration are important for effortful
learning [11, 102] and debugging [99], intense and prolonged negative affect can lead to despair
[125] and disengagement [39]. In the later state, students often resort to systematic guessing [94]
or “gaming the system” behaviors [5], both of which are unproductive for effective debugging.
Additionally, research has found that in CS courses, early experiences of frustration can impact
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student learning outcomes on later projects [90]. Thus, it is important to identify interventions that
can help students regulate their emotions while debugging.

Dahn et al. (2020) and Deliema et al. (2019) helped students reframe and understand their
debugging emotions by creating and sharing works of art to illustrate their feelings. Processing
moments of failure externally helps students rethink how they dealt with and channeled their
emotions, prompting deeper reflection and regulation [34, 36]. In a debugging manual provided
to students, Garcia et al. (2022) included information about emotional awareness to help students
recognize how their negative emotions could influence their problem-solving process [54]. Lastly,
sharing experiences of struggle can support empathy among peers. Murphy et al. (2010) point out
that pair programming can help process and vent the negative emotions associated with debugging
[107].

Persistence. Many of the non-cognitive constructs described above manifest behaviorally in the
amount of effort and persistence students invest in overcoming bugs. Debugging is an inherently
time-consuming and difficult process—expert programmers report spending over 50% of their
working hours fixing bugs [62]. It is a skill that requires persistence, which is the commitment
to tackle a problem for long durations of time, even in the face of obstacles. While persistence is
typically conceptualized as a positive quality that is important for learning [41, 128], researchers
have also noted that there may be unproductive forms of persistence. For example, an important
self-regulatory strategy is to evaluate when one is truly stuck and needs help, rather than persisting
with little progress and learning [5]. A challenge in debugging instruction is to help students persist
through difficult bugs, while also equipping them with effective help-seeking strategies to avoid
unproductive “wheel spinning” [16].

To target debugging persistence specifically, researchers have explored scaffolding and gamifica-
tion techniques. Jemmali et al. (2022) created personalized bugs based on prior knowledge, hoping
to gradually increase the difficulty level or errors students faced [71]. To reduce cognitive load and
break down larger debugging problems, Abu deeb and Hickey (2021) metacognitively scaffolded
the debugging process [1]. Additionally, Lee et al. (2011), Miljanovic and Bradbury (2017), and
Deitz et al. (2016) couched debugging in fun games and compelling narratives, aiming to increase
motivation and persistence when solving bugs [35, 85, 105].

4.5 Evaluation Outcome and Effectiveness
While the previous sections summarize the design of the interventions in our sample, this section
describes the constructs used to measure their effectiveness and the resulting outcome. This is
in service of answering our fourth research question, which considers what methods are used to
evaluate the interventions in our sample, and our fifth research question, which explores what is
known about the effectiveness of these interventions. First, we summarize the experimental design
of the studies. Next, we summarize the evaluation methods used to assess different debugging
constructs in Table 6. In the sections below, we summarized papers by the debugging construct
they assessed and reported qualitative and quantitative findings from interventions’ assessments.
Figure 5 summarizes the results of interventions that utilized significance testing, organized by
debugging construct and assessment method.

All but two of the papers in our sample evaluated their intervention along some metric. The
study designs in our analysis range from non-experimental (53%, 23 papers), to quasi-experimental
(16%, 7 papers), to experimental (33%, 14 papers). Interventions were most commonly assessed
through observational techniques, including both quantitative (e.g., counts of how many bugs
students solved during the task) and qualitative (e.g., instructor observations) measures. Other
assessment methods included interviews, surveys, written reflections, and learning assessments.
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Accuracy. In our sample, papers most commonly assessed the effectiveness of their interventions
by measuring debugging accuracy (21 papers, 49%). Of the papers that accessed debugging accuracy,
18 (86%) conducted significance testing, either through experimental (12 papers), quasi-experimental
(3 papers), or non-experimental (3 papers) setups. The results were largely successful, with 12
papers [4, 8, 10, 22, 30, 32, 33, 47, 58, 104, 131, 146] finding significant improvements on some
measure of accuracy. Among university and adult learners, deliberate practice and visualizations
were effective. Direct instruction, practice, and modeling within workshop contexts were helpful
for K-12 students.

Additionally, papers that conducted learning assessments showed that these interventions could
help students learn to debug better [4, 8, 10, 22, 30, 47, 103, 131, 146]. For example, Miljanovic and
Bradbury (2017) found that after playing the debugging game, Robobug [105], university students
performed significantly higher on a learning test about debugging strategies. Ahn et al. (2022)
observed that elementary-school students who received an embodiment intervention tested better
than the control group who did not [4]. However, two papers found that the benefits of their
intervention did not transfer when the intervention scaffolds were removed [58, 149]. For example,
adult participants in the study by Greifenstein et al. (2021) were able to correctly fix more bugs
when they were provided with hints within their coding environment. However, without hints, the
experimental group did not perform better than the control [58]. Viewed as a whole though, these
summarized results suggest that interventions can improve debugging accuracy in both K-12 and
university settings.

Efficiency. Another measure used to assess interventions was how long or how many steps it
took students to debug—debugging efficiency (13 papers, 30%). Among papers measuring efficiency,
10 papers (77%) conducted significance testing, using experimental (8 papers), quasi-experimental
(2 papers), and non-experimental designs (1 paper). Interventions were largely successful, with
eight papers reporting significant improvements in debugging efficiency [1, 3, 8, 10, 28, 32, 33,
58], primarily among university and adult learners. For instance, Abu Deeb and Hickey (2021)
found that prompting university students to reflect on the bug and plan their solution reduced
the number of runs needed to solve the error [1]. Alrashidi et al. (2017) also showed that when
university students were given an augmented view of the problem space through AR, they spent
less time locating and fixing the bug [8]. Still, these results did not always transfer to learning. Four
articles measured students’ debugging efficiency without the intervention, all of which found no
effect [3, 10, 58, 149]. For example, Ahmed et al. (2020) found that while embedded syntax hints
and examples helped students correct their errors more quickly and with fewer attempts, they
did not subsequently debug faster without these hints [3]. Collectively, these results suggest that
while interventions may be effective at improving efficiency, these improvements may not always
transfer when the scaffolds are removed.

Adoption. Researchers also assessed the extent to which students adopted the debugging strate-
gies they were taught (11 papers, 26%). Only one paper conducted significance testing on adoption,
showing mixed results [141]. When evaluating the impact of direct instruction on debugging prin-
ciples, Vourletsis et al. (2021) found that middle-school students used more systematic debugging
strategies during the last unit of their course, but that their usage did not consistently increase
across all units. Qualitative reports from other studies generally found that students struggle
to apply learned strategies when debugging their own code. For example, Böttcher et al. (2016)
calculated that “roughly half” of the university students who were taught a systematic approach to
debugging had difficulty applying this to their lab exercises [24]. Many resorted to “random[ly]
poking around.” Similarly, Ko et al. (2019) reported that secondary school students struggled to
regulate their strategy usage, often “defaulting to ineffective trial and error methods, even when
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they knew systematic strategies would be more effective” [80]. Whalley et al. (2021) noted similar
findings and also highlighted that only a small fraction of students reflected that their process was
flawed and expressed interest in learning a more formal approach [144]. Taken together, these
results suggest that interventions struggle to improve adoption of debugging strategies, both among
K-12 and university learners.

Perceived Helpfulness. Seventeen papers (40%) measured students’ perceptions of the helpfulness
of the intervention, primarily through surveys, interviews, or written reflections. Two papers
conducted statistical testing on perceived helpfulness [71, 136]. Jemmali et al. (2022) found that
students who received personalized bugs based on their previous errors rated the game to be more
helpful for their learning than the control alternative [71]. Students in Suzuki et al. (2017) rated
visualizations comparing code traces of the actual and intended output of the code as helpful for
identifying and understanding the bug, but did not perceive that it improved their debugging skills
[136]. Papers that assessed the usability of their tool generally reported “good” and “acceptable”
results based on standardized usability scales [47, 95]. Qualitative findings provided more nuanced
insight into how interventions impacted student debugging. For example, when university students
were presented with a debugging manual of strategies, one student reported that it “gave new
methods to understand how to debug” and “think about different approaches to debugging” [54].
When asked to provide open-feedback on a live-coding session, students reported that it helped
them understand the possible bugs that could occur while coding [119].

Self-Efficacy. As a primary non-cognitive outcome, six papers (14%) in our sample assessed
students’ self-efficacy after the debugging intervention. Three studies in our sample reported
statistical significance testing for self-efficacy assessments, all for K-12 students [4, 104, 149].
Systematically teaching students debugging strategies in a short workshop format can increase
their self-efficacy [104] and embodiment of the code can similarly help [4]. However, Zhong and Li
(2020) reported that students debugging in pairs did not differ significantly in their self-efficacy
ratings compared to students who worked individually [149]. Thus, while direct instruction and
embodiment can improve debugging self-efficacy among K-12 students, collaboration may not be
an effective approach.

Mindset. In our sample, four papers (9%) assessed debugging mindset. Three papers assessed
mindset among middle- and high-school students [34, 36, 52], and one paper assessed it among
university students [42]. Although no studies conducted significance testing on mindset, qualitative
results suggest that students began to view bugs as learning opportunities and an expected by-
product of programming. Effortful reflection proved to be a catalyst for mindset shifts [34, 42]. For
example, one student from Dahn et al. (2020) reflected at the end of their workshop that “I don’t
view bugs as a bad thing, but instead as a positive, to improve.” Duwe et al. (2022) also observed
that students began to see bugs as an opportunity to “connect the dots” and identify gaps in their
knowledge to learn more [42]. Additionally, when students designed bugs for each other to solve
and shared about their debugging struggles, they realized that “a lot of people make mistakes”
[52]. While additional studies should substantiate these results, the findings present encouraging
preliminary evidence that interventions encouraging reflection can help students foster a debugging
mindset.

Affect. Six papers (14%) in our sample assessed student affect. Twowere conductedwith university
students in a lab setting [105, 144], and the other four were with K-12 students during week-long
workshops [34, 36, 52, 131]. Two papers conducted statistical testing on affect [105, 131]. Miljanovic
and Bradbury (2017) measured student emotions before and after playing their debugging game,
Robobug, and found a non-statistically significant decrease in students’ positive affect and increase
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Table 6. Summary of Intervention Evaluations

Construct Method Metric

Accuracy
(n= 21)

Observational

—# of debugging exercises solved [1, 32, 35, 107]
—# of errors fixed [33, 58, 71, 136, 149]
—# of errors encountered when programming [3, 33, 71, 131, 149]
—# of errors introduced when debugging existing errors [33]
—Expert graded score for debugging problem [10]

Learning
assessment

—# of questions correct on debugging test [4, 8, 22, 28, 30, 47, 104, 105, 131, 146]
—Expert graded score for debugging problem or project [10, 149]
—# of errors fixed (without intervention) [58, 71]

Efficiency
(n= 13)

Observational

—Total time solving bug or exercise [1, 3, 8, 10, 33, 46, 58, 91, 107, 136, 149]
—# of runs / attempts to complete the debugging exercise [1, 3, 28, 91]
—# of code edits (effective, ineffective or neutral) to debug [32, 91]
—# of times students solved bug on first attempt [91]

Learning
assessment

—Time spent on learning test or test project [149]
—Total time solving the bug or exercise (without intervention) [3, 10, 58]
—# of runs to complete the debugging exercise (without intervention) [3]

Adoption
(n= 11)

Observational

—Experimenter observations of strategy usage [22, 42, 91, 130]
—Qualitative analysis of in-class help requests [80]
—Log data from strategy usage tracker [80]
—Log data from program submissions [47]
—Think-alouds while debugging [141]

Written reflection —Coding students’ documentation of their debugging process [24, 42, 141, 143]

Survey —Self-report of whether students used debugging strategies [80]

Interview —Asking students about their debugging process and strategies [36, 141, 144]

Perceived
helpfulness
(n= 17 )

Observational —Researcher observing student behavior and interactions with the intervention [34, 36, 52, 80,
107]

Written reflection —Student reflections coded for perceived helpfulness [34, 36, 52]

Survey
—Likert surveys asking about the interventions usability [33, 47, 54, 71, 95] and impact on learning
or debugging [33, 35, 58, 91, 136]

—Open ended feedback about the intervention [80, 95, 119]

Interview —Interviewing students about their experience with the intervention [34, 36, 52, 80, 130, 144]

Self-efficacy
(n= 6) Survey —Researcher-developed self-efficacy survey [36, 51, 80, 104]

—Adapted validated self-efficacy survey [4, 149]

Mindset
(n= 4)

Observational —Instructor observations of student behavior [42]

Written reflection —Student reflections coded for indications of mindset shift [42, 52]

Interview —Student talk indicating a debugging mindset [34, 36, 52]

Affect
(n= 6)

Written reflection —Students’ reflections coded for emotions about debugging [34, 36]

Survey —Adapted validated affect surveys [105, 131]

Interview
—Interviews capturing how students talked about emotions in the context of debugging and
coding [34, 36, 52, 144]

—Capturing student sentiment towards the intervention [52]

Persistence
(n= 3)

Observational

—# of people who gave up on the coding exercise [1]
—# of runs before giving up [1]
—# of game levels attempted [71, 85]
—Time spent playing game [71, 85]

Learning
assessment

—# of game levels attempted (without intervention) [71]
—Time spent playing game (without intervention) [71]

This describes how studies assessed their intervention. Approaches are summarized by debugging construct, assessment method, and specific
metric, with accompanying article citations for reference.
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Fig. 5. Summary of intervention effectiveness by assessment method and debugging construct. This figure presents
the outcomes of interventions assessed through various methods against different debugging constructs. Each
marker represents an intervention’s result, with the color and shape indicating the statistical significance
outcome. If a paper did not assess statistical results, it is presented as a gray circle. A single article may
appear in a column multiple times if it used different assessment methods to evaluate the same construct. The
position and color of the markers under each debugging construct provide insight into the most commonly
used assessment methods and their evaluation result. For example, adoption, perceived helpfulness, and
mindset were infrequently assessed with significance testing. While measures of debugging efficiency are
largely successful when measured with observational measures, measures using learning assessments show
no effect. Lastly, statistical results for affect and persistence showmixed results. Detailed results with citations
are presented in the text.

in negative affect. The authors speculate that the game mechanics led to some user frustrations, but
it was unclear whether the game helped students feel less anxious or frustrated when debugging
their own code. Socratous et al. (2020) compared a structured (direct instruction) and unstructured
(exploratory) approach to instruction for block-based programming.While students in the structured
group learned more debugging skills, students in the unstructured group reported significantly
higher emotional engagement with the task [131]. These findings suggest that an open-ended
approach to programming instruction may encourage more positive emotions for elementary-
school students. Qualitative results from Dahn et al. (2020) showed that art-making can help
students reframe their emotions while debugging [34]. Although students still described intense
reactions to bugs such as “wanting to cry,” they also described important realizations of regulation,
such as “how nervousness can…become something beautiful if you change the perspective on it.”
Fields et al. (2021) [52] and Deliema et al. (2019) [36] describe similar findings among secondary
school students after week-long workshops with intentional emotional scaffolds. Collectively, these
studies suggest that the usability of a debugging interface can increase distress, but that open-ended
and long-term interventions normalizing and reframing debugging may reduce frustration and
stress among K-12 students.

Persistence. In our sample, three papers explored measures of persistence while debugging, all
using process metrics and among university or adult learners [1, 71, 85]. Abu Deeb and Hickey
(2021) calculated the number of runs students performed before giving up on a bug, and Jemmali
et al. (2022) and Lee et al. (2011) calculated the number of levels participants attempted in their
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debugging game [71, 85]. These studies paint a mixed picture of how interventions can influence
debugging persistence. In a naturalistic coding environment, Abu Deeb and Hickey (2021) found
that their metacognitive scaffolding tool, Spinoza, decreased the amount of time students spent
before they gave up on the bug [1]. Authors attributed this finding to the unintuitive design of the
system interface, causing some students to refresh or give up. In a game setting, Lee et al. (2011)
showed that when participants were provided with personified compiler feedback, they completed
more levels [85]. Jemmali et al. (2022) also found that students attempted more levels in a debugging
game when given personalized debugging exercises [71]. However, this difference did not hold
when the personalization was removed. These findings tentatively suggest that personification
and personalization can improve persistence in game settings, but further research is needed to
understand how to sustain this improvement when students debug their own code in naturalistic
settings.

Other. Sixteen papers in our sample also measured constructs not categorized in our coding
scheme. Other outcomemeasures included self-reported ratings of howmuch they enjoyed program-
ming or robotics [71, 91, 105, 131, 149], cognitive measures such as mental-load [149], productivity
[80], and overall course exam results or pass-rates [123].

5 Discussion
This research provides an overview of debugging interventions by examining 43 papers from 2010
to 2022. Our sample shows an increase in interventions within the past few years and a diverse
array of designs, ranging from games, to workshops, to unplugged activities. While the majority of
interventions are designed with learning mechanisms in mind, we also note that papers did not
consistently list or consider their pedagogical approach.We also note a scarcity of replication studies
in our sample, highlighting the importance of future debugging education research to validate
and extend existing findings. Our assessment of efficacy reveals promising results, confirming that
interventions can improve debugging accuracy and learning. However, interventions showed less
success in helping students adopt systematic debugging strategies. A handful of studies demonstrate
that interventions can support non-cognitive constructs related to debugging, such as self-efficacy
and mindset, particularly among K-12 learners. While these results are limited to a small sample
of papers, they provide encouraging motivation for the field to explore additional non-cognitive
interventions, particularly among university and adult learners. We discuss our findings in further
detail to highlight implications for research and instruction.

5.1 Implications for Research
Our main coding scheme categorized the interventions in our sample by modality, pedagogical
approach, debugging step targeted, non-cognitive skill, and efficacy. The findings from our primary
analysis reveal gaps in the literature and promising areas for future research. In particular, we
highlight less targeted cognitive and non-cognitive debugging skills and opportunities to improve
the transfer and adoption of these skills.

Additional Interventions to Support Code Comprehension and Reflection. Our results classifying
the debugging steps revealed that interventions designed to support Steps 1 and 5 of the debugging
process were under-researched (Table 5). Comparatively fewer papers in our sample emphasized the
first step of constructing a mental model of the code—a trend that aligns with students’ tendency to
overlook this step as well [53, 140]. It is worth noting that the limited focus on Step 1 may reflect its
primary relevance to debugging foreign code rather than one’s own code. While fixing one’s own
code is more common in introductory courses, debugging foreign code is still important in various
contexts, including working with APIs and libraries, collaborating with others [84], and interpreting
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artificial intelligence (AI)-generated code [38]. This highlights a need to teach students code com-
prehension and the importance of first understanding the code before actively searching for errors.
We note that a rich literature in CS education has focused on designing interventions and tools to
improve program comprehension (e.g., [70, 110, 147]), which can provide helpful starting points for
future debugging interventions. Additionally, we found that comparatively fewer interventions were
designed to support meaningful reflection and documentation after debugging (Step 5). Encouraging
reflection can be a difficult design task. In their work investigating self-regulation in novices, Loksa
et al. (2020) highlight that in situ reflection can interrupt the programming process, yet it is difficult
to recall one’s thoughts and feelings during the task afterward [93]. To navigate this delicate balance,
future work can explore methods of capturing pivotal debugging moments in situ while crafting
questions to prompt meaningful reflection about these moments afterward. In our results, we also
found that while many interventions passively supported students in testing their code (Steps 2 and
4) by providing pre-written test cases, students did not need to actively engage in testing. Future
interventions can explore more scaffolded methods to support code testing for debugging, such
as in the case of Pechorina et al. (2023), where students must first solve the test case before using
it [115].

Expanding Measurements for Non-Cognitive Constructs. Our findings also highlight an oppor-
tunity for more interventions supporting the non-cognitive aspects of debugging—self-efficacy,
mindset, affect, and persistence—particularly among university and adult learners. Less than a
fourth of the papers we reviewed explicitly discussed how their interventions might target these
dimensions, and only a fraction conducted evaluations of non-cognitive constructs. Statistically
assessed interventions targeting affect and persistence occasionally demonstrated mixed and even
detrimental outcomes.

Our visualization of assessment methods (Figure 5) reveals opportunities to explore more nuanced
measures for non-cognitive constructs. For example, Figure 5 shows that affect was primarily
assessed after the debugging task using interviews and surveys, but observational measures of
student emotions while debugging may be more informative of emotion regulation. Additionally,
the debugging mindset was solely assessed through interviews and written reflections. While these
provide rich insights, developing a validated survey for the debugging mindset may encourage
more researchers to target this as an intervention outcome. In general, establishing more expansive
measures to assess how interventions influence non-cognitive constructs is a promising area of
future research. For example, to better understand how an intervention is helping students regulate
emotions, researchers can measure in situ self-reports of emotions and electrodermal activity. These
have been explored for general programming tasks but not specifically for debugging [55, 56].
Additionally, to effectively study the impact of interventions on persistence, it may be valuable
to examine more long-term process measures, such as whether students demonstrate sustained
persistence when tackling bugs in their own code. Lastly, few studies used validated surveys for
measuring these non-cognitive constructs. The field may benefit from developing and consolidating
validated measures of these outcomes, such as [127] for debugging self-efficacy and anxiety.

Targeting Adoption and Transfer Learning. Our evaluation of intervention efficacy revealed that
students did not consistently adopt systematic strategies taught to them. The authors of these
studies posit several potential explanations [24, 80, 141, 144]: (1) students may lack confidence in
executing debugging strategies, (2) the use of strategies requires substantial self-regulation and
domain knowledge, which students may not have, (3) students may perceive that the strategies
are slowing them down, and (4) students may lack engagement with the debugging task. The
first two explanations suggest that additional cognitive and non-cognitive skills are required to
adopt a more systematic process. Future research can explore teaching debugging instruction
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alongside other skills, such as self-regulation or systematic reasoning. Additionally, the third and
fourth interpretations suggest that motivation plays a large role in strategy adoption. There is an
opportunity to research effective approaches to reinforce the importance of adopting a systematic
approach to debugging. Whalley et al. (2021) suggest that introducing more difficult bugs and
prompting students to reflect on their process may increase a student’s value of a systematic
debugging approach [144].

Lastly, our results show evidence that students learned how to debug more accurately following
an intervention. However, this was not always the case in terms of debugging efficiency. In four
studies, students debugged more efficiently while using the tool, but these improvements did not
transfer when debugging without it. This insight suggests that future interventions can explore
methods to phase out support as learners progress, facilitating their development of independent
debugging skills.

Exploring Large LanguageModels (LLMs) to Scaffold Debugging Instruction. Lastly, an important
area for future research is understanding how LLMs and AI-assisted programming tools may
change debugging practices and instruction. The current review provides a “snapshot” of debugging
interventions prior to the influx of LLM technologies. As these technologies evolve, studies should
examine their effects on students’ debugging skills, strategy adoption, and the overall approach
to teaching debugging in CS education. With the availability of LLMs, researchers anticipate a
potential shift in the traditional coding paradigm to emphasize debugging generated code over
code generation [38]. This underscores the importance of debugging instruction and introduces
possibilities to leverage LLMs in scaffolding such instruction. Prior research has demonstrated
that LLMs can execute each step of the debugging process, including explaining code (Step 1) [98],
rewriting error messages [87] (Step 2), diagnosing bugs in the code (Step 3) [50], and fixing them
(Step 4) [50]. A promising area of future research is to explore how LLMs can scaffold students’ skills
throughout the debugging process when correcting their own code. Another potential application is
for LLMs to generate debugging exercises derived from students’ code or errors, offering a platform
for iterative and personalized debugging practice.

5.2 Implications for Instruction
In recognizing the challenges instructors may encounter when teaching students how to debug,
another goal of this literature review is to highlight effective approaches for debugging instruction.
While we believe that teachers offer the most personalized form of instruction, we synthesized
a range of ideas from the literature to provide additional pedagogical approaches for instructors
to explore. Section 4.2 summarizes pedagogical approaches for debugging, accompanied by ex-
planations and examples. Table 5 offers an overview of methods to target the various cognitive
and non-cognitive skills required for debugging. In addition to teaching a systematic process of
debugging to students, instructors can reference this table to explore methods to support each step.

Overall, our findings indicate that pedagogical approaches work best when used in combina-
tion. For example, direct instruction was frequently coupled with deliberate practice of the taught
strategies and processes, showing positive results for both K-12 and adult learners [104, 105]. Ob-
servational learning through modeling effective strategies can be beneficial for students, especially
when paired with metacognitive prompts to highlight why certain strategies are being used [36, 80].
With younger students using block-programming languages, embodying the code combined with
translating the code to natural language (scaffolding) was most effective for learning [4]. Instructors
should explore different ways of combining pedagogical approaches to boost student participation
and learning.
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Paper insights also suggest that encouraging students to adopt systematic debugging strategies
and processes can be challenging. To execute these strategies, students must have adequate self-
regulation, domain knowledge, and technical skills. Since many students do not enter introductory
courses with these skills, debugging instruction should be offered consistently throughout the
course, not just at the beginning. As students master basic debugging strategies and encounter
more complex bugs, instructors can gradually introducemore sophisticated and advanced debugging
approaches and examples. Additionally, since there are “good” and “bad” ways of using debugging
strategies [108], it is important to teach the reasoning behind effective strategy usage. For instance,
explicitly teaching students where to put print statements for effective tracing or how to generate
targeted hypotheses about the bug’s location.

5.3 Limitations
Several factors in the search, selection, data extraction, and interpretation process could influence
the validity of the findings presented. To mitigate the risk of validity threats, we followed recom-
mendations proposed within the PRISMA framework [113] and the set of guidelines presented by
Ampatzoglou et al. (2019) for software engineering reviews [9].

During the search process, we iteratively tested our search terms for completeness and appropri-
ateness, to strengthen the external validity of our findings. Still, our search terms may have failed to
capture relevant papers. Research within computing education related to debugging instruction may
not have listed the specific term “debug” in the abstract, leading us to exclude it from the sample.
Additionally, because “learning” was a specific focus of our review and a related keyword, we may
have unintentionally excluded papers solely focused on the non-cognitive aspects of debugging,
leading to a bias in our sample and conclusions. In our selection process, we conducted multiple
rounds of screening to ensure that papers presented high-quality research and targeted debugging
learning. To specifically screen for papers intended to teach debugging, we identified explicit “learn-
ing intent” statements within the papers. However, we acknowledge that excluded interventions
may have had pedagogical benefits, even if the authors did not explicitly state this to be a focus
of their design or results. During the data extraction process, we conducted multiple rounds of
discussion to create our coding scheme and achieve a high level of consensus and IRR. Although
we took a top-down and bottom-up approach to generate our coding scheme, we acknowledge that
our categories may not be comprehensive. For example, we identified self-efficacy, mindset, affect,
and persistence as the primary non-cognitive constructs related to debugging in our sample, but
we acknowledge that there may be other important non-cognitive constructs for debugging.

Lastly, to address our fourth research question regarding intervention efficacy, we decided not to
conduct a meta-analysis, due to the small sample of papers that empirically tested their intervention,
which is needed to determine effect size. Instead, we coded the results of significance testing for
papers that assessed their interventions quantitatively and summarized the main findings from
qualitative results. While we draw important insights from these results, we acknowledge that
these methods cannot truly estimate the overall treatment effect of interventions in our sample.
Future reviews should conduct more in-depth studies with a larger sample size to quantitatively
estimate the efficacy of debugging interventions across different categories of intervention design
and assessed outcome. Furthermore, we acknowledge the potential influence of publication bias
on our findings, particularly regarding the reported success of debugging interventions in terms
of accuracy and efficiency. It is possible that studies showing positive results are more likely
to be published, while those with null or negative findings may remain unpublished. This bias
could lead to an overestimation of the overall effectiveness of debugging interventions. We also
acknowledge that conclusions about efficacy were often derived from a small sample of papers, since
we categorized them by measured construct, and only a few papers assessed certain constructs.
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Thus, although our findings highlight notable gaps in the literature, efficacy results should be
interpreted with caution due to the small sample size.

6 Conclusion
Debugging errors in code is a major hurdle for beginner programmers. In CS courses, students
often do not receive adequate instruction on debugging, and instructors report uncertainty about
teaching these skills. We presented a systematic review of interventions from 2010 to 2022 designed
to teach debugging. To support instructors, we summarized foundational pedagogical approaches
and methods to target the various cognitive and non-cognitive skills associated with debugging.
To support researchers in designing future interventions, we summarized methods and metrics to
evaluate debugging and highlight opportunities for future work. Our findings reveal successful
results, confirming that interventions can improve debugging accuracy and learning. Still, there
are opportunities for interventions to support the non-cognitive skills associated with debugging,
such as emotion regulation and adopting systematic strategies. Future research should also explore
how emerging technologies, including large language models, may reshape debugging practices
and instruction methods.
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et al.
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et al.
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“Effects of a Pathfinding Program Visu-
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et al.

2019 University Java [97]
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“Improving Debugging Skills in the
Classroom: The Effects of Teaching a
Systematic Debugging Process.”
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and
Romeike

2019 Middle-
school,
High-school

Java,
Other

[104]

“RoboBUG: A Serious Game for Learn-
ing Debugging Techniques.”

Mil-
janovic
et al.

2017 University C++ [105]

“Pair Debugging: A Transactive Dis-
course Analysis.”

Murphy
et al.

2010 University Java [107]

“Measuring the Computational in
Computational Participation: Debug-
ging Interactive Stories in Middle
School Computer Science.”

Proctor 2019 Middle-
school

Other [118]

“Role of Live-Coding in Learning Intro-
ductory Programming.”

Raj et al. 2018 University C [119]

“An AR/TUI-Supported Debugging
Teaching Environment.”

Resnyan-
sky
et al.

2019 none Block-
based,
Tangibles

[121]

“Enhancing Visualizations in Pedagog-
ical Debuggers by Leveraging on Code
Analysis.”

Santos 2018 University Java [123]

“Robo-Blocks: Designing Debugging
Abilities in a Tangible Programming
System for Early Primary School Chil-
dren.”

Sipitakiat
et al.

2012 Elementary Tangibles [130]

“Common Errors, Successful Debug-
ging, and Engagement During Block-
Based Programming Using Educa-
tional Robotics in Elementary Educa-
tion.”

Socra-
tous
et al.

2020 Elementary Block-based [131]

“TraceDiff: Debugging Unexpected
Code Behavior Using Trace Diver-
gences.”

Suzuki
et al.

2017 University Python [136]

“The Effect of a Computational Think-
ing Instructional Intervention on Stu-
dents’ Debugging Proficiency Level
and Strategy Use.”

Vourlet-
sis et al.

2021 Middle-
school

Block-based [141]

“Analysis of a Process for Introductory
Debugging.”

Whalley
et al.

2021 University Python [143]

“Novice Reflections on Debugging.” Whalley
et al.

2021 University Python [144]
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“Computational Thinking Education
for Children: Algorithmic Thinking
and Debugging.”

Wong
et al.

2018 Elementary Block-based [146]

“Can Pair Learning Improve Students’
Troubleshooting Performance in Ro-
botics Education?”

Zhong
et al.

2020 High-school C++ [149]
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